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Abstract. One of the limitations of the existing face recognition algo-
rithms is that the recognition rate significantly decreases with the in-
crease in dataset size.In order to eliminate this shortcoming, this paper
presents a new training dataset partitioning methodology to improve
face recognition for large datasets. This methodology is then applied to
the Eigenface algorithm as one of the algorithms that suffer from this
problem. The algorithm represents the training face images as a fully
connected graph. This graph is then divided into simpler sub-graphs to
enhance the overall recognition rate. The sub-graphs are generated dy-
namically, and a comparison between different sub-graph selection tech-
niques including minimizing edge weight sums, random selection, and
maximizing sum of edge weights inside the sub-graph are provided. It is
concluded that the optimized hierarchical dynamic technique increased
the recognition rate by more than 40 percent in a large benchmark image
dataset compared to the original single large graph method. Furthermore,
the developed technique is compatible with several other unsupervised
face recognition techniques such as ICA, KPCA, RBM, SIFT, and LBP...
etc, and other datasets, specially if the number of images per person in
the training data are low.
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1 Introduction

Identity detection is one of the important problems in the fields of security
and intelligence. Face recognition is one of the computer vision fields that is
charged with this task. Several face recognition algorithms have been proposed
and developed in the last decades including Direct Correlation, Principal Com-
ponent Analysis (PCA) [14,9], Linear Discriminant Analysis (LDA) [16,8], In-
dependent Component Analysis (ICA) [9,3,2], Kernel methods (i.e KPCA and
SVM) [15,11], and other high dimension features methods such as LBP, SIFT, or
3D methods. . . etc. Some of these methods are supervised (e.g., LDA and SVM)
where the given data is divided into training, testing and validation datasets.
The training dataset is then divided into labeled groups (i.e., classes) with each
class containing images of one person. The other methods for face recognition



are unsupervised and use extracted features from faces (e.g., PCA, KPCA, ICA,
LBP and SIFT) where the given data is separated into training and testing
datasets. In this case, the training dataset is unlabeled and the algorithm han-
dles class separation process. Various research and experiments have proven that
simple recognition algorithms like Eigenface produce good recognition rates with
small sized (typically less than 100 images) datasets with accurately clipped face
images. However, when the number of images in the dataset slightly exceeds hun-
dred, the recognition accuracy of these algorithms reduce significantly. One of
the ways to handle this problem is to use indexing [13].. However, indexing is
only applicable to specific features and techniques, in addition to being very
sensitive to image normalization, orientation and features calculation. The hier-
archical partitioning technique can be used to improve the recognition rate when
large datasets are required. This technique divides the given training dataset into
smaller subgroups. This way the input image is compared with the stored images
located in relatively smaller sets. The best matches are then selected and fed to
the groups that are in the subsequent levels until a single small group remains.
Finally, the best result from this final group determines a match or mismatch.
Such hierarchical grouping principle on the training dataset has been used in
[7,6]. These studies utilize a supervised grouping where the training dataset is
divided according to the image class. In other words, the images of the same
person are grouped together resulting in a clear separation between groups. One
major drawback of this approach is that it implies the group size to be reduced to
one when multiple images of the same person are not available. Furthermore, the
number of groups increases significantly as the number of different individuals
increase, especially when there are few images for each person in the database.
The proposed unsupervised grouping technique can solve these problems since
it will group images without considering identity. This work distinguishes itself
from its counterparts and contributes to the related literature by:

1. Introducing a new unsupervised grouping technique for large training datasets,
2. Applying different grouping criteria in the proposed method,
3. Demonstrating the efficiency of the proposed method by providing a com-

parative study using multiple databases.

The remaining of the paper is divided into five sections. The following section,
Section 2 explains the sub-graph selection process. This is followed by a compre-
hensive description of the proposed hierarchical algorithm (Section 3). Section
4 demonstrates how to further improve the recognition rate by optimizing the
grouping process. Section 5 depicts the results of the proposed technique. Con-
clusions and future work are discussed in Section 6.

2 Sub-Graph Selection Process

The sup-graph selection process requires selecting a sub-graph ko from a graph
G that has a specific criterion. The algorithm assumes that all training face
images are a fully connected graph (G) with number of nodes (L) and the edge



between every two nodes wij is the sum of the Euclidean distances between the
features of these the nodes i and j. The goal is to obtain the best sub-graphs set
S = {k1, k2, k3, ..., kN} where each sup-graph has a number of nodes (l), where
ko is the sub-graph number o, and N is the total number of reconstructed sub-
graphs that will be used in the hierarchical technique. Different strategies for this
sub-graph selection process are investigated including 1) minimizing the weight
of the sum of edges within the entire sub-graph; 2) randomly choosing nodes
for the sub-graph and, 3) maximizing the weight of the sum of edges within the
entire sub-graph. After sub-graphs are created, regular face recognition technique
(Eigenface, in this case) is applied to each fully connected sub-graph to select
the top best matches from each group. These sets of matches from the first sub-
graphs level form the subsequent level of sub-graphs. This process is repeated
until a single small full connected graph of (l) nodes remain. This hierarchical
grouping algorithm is presented and different variations are explored by testing
it on benchmark datasets to prove the possible improvement in the recognition
rate over full connected images graph. Figure 1 shows 2D example for different
strategies for the sub-graph selection process.
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Fig. 1. 2D example for two sub-graphs selection

3 Hierarchical Recognition technique

Testing various face recognition algorithms proved that recognition rate in un-
supervised algorithms such as standard Eigenface technique drops down if the
number of images in the dataset is approximately above hundred. In order to un-
derstand the impact of smaller subsets generated from the entire training set, the
paper proposes the following. As also detailed in the previous sections, assuming



that the face images are a fully connected graph(G) with number of nodes (L)
with a goal to select the best sub-graphs set S = {k1, k2, k3, ..., kN}each having a
number of nodes (l ≤ 100), where N is the number of reconstructed sub-graphs
to improve the recognition rate over the hierarchical technique. With this goal,
applying recognition algorithm over each of these sub-graphs (groups), a few
top matched nodes from each sub-graph (group) (2 to 5) are selected. Then
new groups are generated from these top matches. Depending on the number of
images in the dataset, a number of hierarchical levels are created. Recognition
algorithm (e.g. Eigenface) is then applied on each level group. As the final step,
the top matched images from the final subgroups are collected, and recognition
algorithm is re-applied on this final group to select the best-matched image.
Figure 3 shows the block diagram of the proposed hierarchical technique with
the Eigenface as the recognition method. The main challenge of this technique
is to determine the best sub-graphs selection strategy to improve the overall
face recognition rate. There are three possible grouping strategies: i) Similar-
ity Grouping by minimizing the sum of weights in the entire sub-graph where
similar images are added to the same group (the similarity measurement is the
distance between faces features, eg. pixels gray level), this can be achieved by us-
ing regular clustering techniques, ii) Random Grouping by assigning the images
to the groups (sub-graphs) randomly, iii) Dissimilar Grouping by maximizing
sum of weights in the entire sub-graph, in other words, maximizing the standard
deviation within the same group where the grouping process based on dissimilar-
ity (Maximizing metric distance between faces features in the same group). An
additional challenge is to obtain the suitable number of levels in the hierarchical
system along with the number of matched images to be selected from each level
to feed into the next level in the hierarchy. In order to achieve these, these three
possibilities have been tested on a large dataset (Extended Yale B+) [1] having
different positioning and illumination levels to determine the best approach for
the hierarchical face recognition technique. Figure 2 shows examples of datasets
images for the proposed sub-graph selection algorithm.

Fig. 2. Examples of the dataset images used



Fig. 3. The Proposed Hierarchical System for Rank 1 Recognition

4 Optimized Dissimilarity Sub-Graph Selection
Technique

As also detailed in the results section, the simple dissimilarity measurement
(maximizing distances between in group images by taking the mean image as
a reference) performed superior compared to the other two grouping techniques
(similarity and random selection). However, this method is not without some
drawbacks since these criteria will not guarantee the exact dissimilarity between
each group’s images. To explain further, consider a 2-D set of (x,y) points. If
the training dataset includes {(-2,3),(2,3),(-2,-3),(2,-3)} and is required to group
these values into two groups based on dissimilarity, then the mean point will be
(0,0) and the Euclidean distance between each one of these points and the total
mean will be similar for all four points. This will results in poor grouping. It
can easily be observed that the best dissimilarity grouping for this case would
be {(-2,3), (2,-3)} as one group, and {(2,3), (-2,-3)} as the second group. Math-
ematically, stated as the variance between all the sub-graph (group) nodes over
all basis should be maximized. Therefore applying this method to a face image
dataset sub-graphs selection leads to equation (1):

σtotal =

N∑
l=1

m×n∑
k=1

σlk (1)

wherem and n are the number of rows and columns of the face image respectively
(assuming that the pixels gray level are the image features), N is the number
of extracted sub-graphs. σlk is the standard deviation of image dimension k in
the sub-graph l. Equation(1) will be valid if the number of hierarchical grouping
levels is 2. If dataset is very large however, a regrouping is required again to



the third or higher levels. To ensure this, an additional term guaranteeing that
the variance of the next grouping stage is also be maximized is included in
Equation(1). This term deals with the inter-sup-graphs mean (the difference
between means of different groups), forcing groups far from each other to have
the maximum variance between its group members:

µdiff =

N∑
j=1

N∑
i 6=j

d (µi, µj) (2)

where d (µi, µj) is the Euclidean distance between the mean of sub-graph i and
the mean of sub-graph j. Equation (3) is the required objective function to be
maximized:

max
Iij

g (Iij) = max
Iij

(σtotal + µdiff ) (3)

where I is the face image vector. Equation (3) can be expressed in terms of
minimization as given in equation (4).

min
Iij

g (Iij) = min
Iij

(−σtotal − µdiff ) (4)

It has been reported in that L1 (absolute difference) metric works better than
L2 (Euclidean distance) to measure the distance between two projected images
in the Eigen space. Therefore, the effect of both metrics in the grouping process
are tested to obtain the best recognition rate. The optimized group generation
using equation (4) can be done as a separate process through the utilization of
meta heuristics such as Simulated Annealing.

5 Results

The results section is divided into two parts for two different datasets. The
first section is dedicated to ORL AT&T whereas the rest of the results involve
Extended B+ Yale dataset. Each part provides comparisons between the different
grouping techniques as well as the difference when using optimum dissimilarity
metric. The proposed techniques have been implemented using MATLAB on
Ubuntu 12.04 OS.

ORL AT&T dataset

Total number of images in the dataset is 400. These images have been divided
into two sets. A set of 200 images for training, and another set of 200 images
for testing. Since the number of images in the dataset is not too large, two level
hierarchies have been implemented. The group size is considered as 50 images
for the first grouping level. The following table shows the results obtained for
rank 1 best match:



Method Recognition Rate
Original Eigenface 92.5%
Similarity Grouping 94.5%
Random Grouping 94.0%

Mean Dissimilarity Grouping 93.5%
Optimum Dissimilarity L2 Metric 95.0%
Optimum Dissimilarity L1 Metric 94.0%

Extended B+ Yale dataset

The number of images in the dataset is 14,800. Similar to the ORL AT&T dataset
the images are divided into two sets. One set of 7,400 images for training, and
another set of 7,400 images is for testing. Due to the large number of images, a
three level hierarchy has been used (the two levels recognition did not provide
significant improvement in recognition rate). The training images have been
divided into 140 groups, each with approximately 50 images. Three different
grouping strategies have been tested. Following results are obtained for rank 1
best match:

• The original Eigenface algorithm recognition rate is 55%.
• Similarity Grouping: The recognition rate improves to approximately 77%

- 83.5% depending on the number of best images selected from each group in
the first level, and the number of groups in the regrouping step in the second
level. A recognition rate of 83.5% is achieved when the best 5 matching images
are selected from each first level group. A group constructed from these images
is regrouped into the next grouping level. Then best 5 matches are selected from
each subgroup, and a final Eigenface step is applied on these to obtain the best
match. Results are shown in Figure 4. The main disadvantage of this grouping
method is that, the execution time increases when the number of groups in the
second level increases. The algorithm used for grouping is the K-means clustering
algorithm.

• Random Grouping: The recognition rate improves to a range of 88% -
88.65% depending on the number of best matching images selected from the
first level groups( from 2 to 5), and the number of groups in the regrouping step
in the second level. The recognition rates are noted to be less dependent on the
number of best images selected from each group. Further, the execution time is
almost independent of the number of best images selected from a group, and the
number of regroups.

• Dissimilar Grouping (based on the L2 distance from the mean image on
the training set): The recognition rate improves to the range of 89% - 90.15%
depending on the number of best images selected from each group in the first
level, and the number of groups in the regrouping step in the second level. The
recognition rates are less dependent on the number of best images selected from
first level groups. Further, the execution time is almost similar for any number
of best matches selected from a group, and number of regroups.



• Optimum Dissimilarity (based on L2 metric): Images are grouped based
on the stated objective function in three level hierarchy with L2 metric. This
method improved rank 1 rate to 91.5%.

• Optimum Dissimilarity (based on L1 metric): Images are grouped based on
stated objective function in three level hierarchy with L1 metric. This method
improved rank 1 rate to 93.6%. Also, for this dataset, the probability that the
correct person appears in the best top 10 images is tested (rank 10), as shown
in Figure 5.

The results in Figure 4 indicate that the recognition rate increased signifi-
cantly when the hierarchical technique was used, especially for large databases
(Extended B+ Yale). The recognition rate has improved further by the proposed
optimum dissimilarity grouping criteria. In summary, compared to the results
in[12,4,10,5] where the ICA and Boltzmann machines are used on the same
datasets (around 82% for ICA and 83% for Boltzmann approach), the recogni-
tion rate of the proposed algorithm is superior. Further, the proposed optimized
dataset grouping technique is compatible with other powerful recognition meth-
ods such as ICA or LBP, and not just with the PCA based Eigenface technique.
Another advantage of this algorithm is that it uses all the training datasets as
one bulk with the unsupervised grouping technique, which is completely inde-
pendent of the face background and illumination levels.
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6 Conclusions

The paper presented a hierarchical sub-graph selection algorithm that aims at
overcoming the large dataset limitation of the standard face recognition algo-
rithms. The algorithm is based on creating small sub-graphs, selecting best
matches from each sub-graph, and then dynamically creating next-level sub-
graphs until a single group remains. The best match from this last group is
accepted as the rank 1 final result of face recognition. The study also inves-
tigated the best approach for creating sub-graphs by developing an objective
function that can be used for best dissimilarity between groups at all levels. De-
tailed testing on large benchmark datasets indicates that the proposed method
produces best results with a sub-graph size of approximately 50 nodes (images)
for the Eigenface technique. Compared to the standard Eigenface algorithm, the
new hierarchical sub-graph selection algorithm improves the recognition rate by
more than 40% on the original Eigenface algorithm, and by more than 2% on
the mean based dissimilarity method. The future work involves applying the hi-
erarchical technique to additional unsupervised face recognition algorithms such
as Independent Component Analysis (ICA), KPCA, LBP, SIFT and other com-
puter vision algorithms that suffer from degradation in recognition rate due to
large dataset size.
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